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‘Alice laughed: “There’s no use trying,” she said; “one can’t believe impossible things.”

“I daresay you haven’t had much practice,” said the Queen. “When I was younger, I always did it for half an hour a day. Why, sometimes I’ve believed as many as six impossible things before breakfast.”’


        Alice’s Adventures in Wonderland
      




      
    



        


        
            
      
    

SOLACE n. (pl. -es) comfort or consolation in a time of great distress.
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What’s it all About, Alfie? The Need for Quantum Solace



Quantum physics is strange. At least, it is strange to us, because the rules of the quantum world, which govern the way the world works at the level of atoms and subatomic particles (the behaviour of light and matter, as Richard Feynman put it), are not the rules that we are familiar with – the rules of what we call ‘common sense’.

The quantum rules seem to be telling us that a cat can be both alive and dead at the same time, while a particle can be in two places at once. Indeed, that particle is also a wave, and everything in the quantum world can be described entirely in terms of waves, or entirely in terms of particles, whichever you prefer. Erwin Schrödinger found the equations describing the quantum world of waves, Werner Heisenberg found the equations describing the quantum world of particles, and Paul Dirac proved that the two versions of reality are exactly equivalent to one another as descriptions of that quantum world. All of this was clear by the end of the 1920s. But to the great distress of many physicists, let alone ordinary mortals, nobody (then or since) has been able to come up with a common sense explanation of what is going on.

One response to this has been to ignore the problem, in the hope that it will go away. The equations (whichever version you prefer) work if you want to do things like design a laser, explain the structure of DNA, or build a quantum computer. Generations of students have been told, in effect, to ‘shut up and calculate’ – don’t ask what the equations mean, just crunch the numbers. This is the equivalent of sticking your fingers in your ears while going ‘la-la-la, I can’t hear you’. More thoughtful physicists have sought solace in other ways. They have come up with a variety of more or less desperate remedies to ‘explain’ what is going on in the quantum world.

These remedies, the quanta of solace, are called ‘interpretations’. At the level of the equations, none of these interpretations is better than any other, although the interpreters and their followers will each tell you that their own favoured interpretation is the one true faith, and all those who follow other faiths are heretics. On the other hand, none of the interpretations is worse than any of the others, mathematically speaking. Most probably, this means that we are missing something. One day, a glorious new description of the world may be discovered that makes all the same predictions as present-day quantum theory, but also makes sense. Well, at least we can hope.

Meanwhile, I thought it might be worth offering an agnostic overview of some of the main interpretations of quantum physics. All of them are crazy, compared with common sense, and some are more crazy than others, but in this world crazy does not necessarily mean wrong, and being more crazy does not necessarily mean more wrong. I have chosen six examples, the traditional half-dozen, largely in order to justify using the quotation from Alice. I have my own views on their relative merits, which I hope I shall not reveal, leaving you to make your own choice – or, indeed, to stick your fingers in your ears while going ‘la-la-la, I can’t hear you’.

Before offering those interpretations, though, I ought to make it clear just what it is we are trying to interpret. Science often proceeds in fits and starts. In this case, though, it seems appropriate to begin, with another nod to Charles Lutwidge Dodgson, with two fits.

 



John Gribbin

June 2018 
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The Central Mystery



The weirdness of the quantum world is encapsulated in what is formally known as the ‘double-slit experiment’. Richard Feynman, who was awarded the Nobel Prize for his contributions to quantum physics, preferred to call it ‘the experiment with two holes’, and said that it is ‘a phenomenon which is impossible, absolutely impossible, to explain in any classical way, and which has in it the heart of quantum mechanics. In reality, it contains the only mystery … the basic peculiarities of all quantum mechanics.’* This may come as a surprise to anyone who only remembers the experiment from school physics, where it is used to ‘prove’ that light is a form of wave.

The school version of the experiment involves a darkened room in which light is shone on to a simple screen – a sheet of card or paper – in which there are two pinholes, or in some versions two narrow parallel slits. Beyond this screen there is a second screen, without any holes. Light from the two holes in the first screen travels across to the second screen, where it makes a pattern of light and shade. The way light spreads out from the two holes is called diffraction, and the pattern is called an interference pattern, because it is the result of two beams of light, one from each of the two holes, spreading out and interfering with each other. And it exactly matches the pattern you would expect if light is travelling as a form of wave. In some places, the waves add together and make a bright patch on the second screen; in other places the peak of one wave coincides with the trough of the other wave, so they cancel each other out to leave a dark patch. You can see exactly the same kind of interference pattern in the ripples produced on a still pond if you drop two pebbles into it at the same time. One of the distinctive features of this kind of interference is that the brightest patch of light on the second screen is not directly behind either of the two holes, but exactly halfway between those points, just where, if light was actually a stream of particles, you would expect the second screen to be completely dark. If light was made of a stream of particles, you would expect to see a bright patch behind each hole, and darkness in between those patches of light.  
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When light passes through two slits in a screen, waves spread out from each slit to make an interference pattern, like ripples on a pond.





So far, so good. This proves that light travels as a wave, as Thomas Young realised at the beginning of the nineteenth century. Unfortunately, at the beginning of the twentieth century another kind of experiment showed light behaving as a stream of particles. These experiments involved electrons being knocked out of a metal surface by a beam of light – the photoelectric effect. When the energy of the ejected electrons was measured, it turned out that for any given colour of light the energy of each electron was always the same. For a bright light there are more electrons ejected, but they still all have the same energy as each other, and this is the same as the energy of each of the smaller number of electrons ejected when the light is dimmed. It was Albert Einstein who explained this in terms of particles of light, what we now call photons – or in his language, quanta of light. The amount of energy carried by a photon depends on the colour of the light, but for any colour all photons have the same energy. As Einstein put it, ‘the simplest conception is that a light quantum transfers its entire energy to a single electron’. Turning up the light just provides more photons (light quanta), each with the same energy to give to the electrons. It was for this work, not his theories of relativity, that Einstein was awarded the Nobel Prize. After a hundred years of thinking of light as a wave, physicists had to start thinking of it as a particle – but how could that explain the experiment with two holes?

It got worse. After seeing the wave nature of light cast into doubt by the photoelectric effect experiments, in the 1920s physicists were discomfited by evidence that electrons, the archetypal particles of the subatomic world, could behave as waves. The experiments involved beams of electrons being fired through thin sheets of gold foil, between one ten-thousandth and one hundred-thousandth of a millimetre thick, and studied on the other side. The studies showed that the electron beams had been diffracted as they passed through the gaps between the array of atoms in the metal, just like light being diffracted as it passed through the experiment with two holes. George Thomson, who carried out those experiments, received a Nobel Prize for proving that electrons are waves. His father, J.J. Thomson, had received a Nobel Prize for proving that electrons are particles (and was still around to see George get his prize). Both awards were justified. Nothing demonstrates more clearly the weirdness of the quantum world. But this still isn’t the whole story.

The puzzle of wave-particle duality, as it became known, lay at the heart of theorising about the meaning of quantum mechanics from the 1920s onward. Much of this theorising about the foundations of quantum mechanics provided the solace for physicists that I discuss later. But the puzzle was brought forth in all its glory in a series of beautiful experiments beginning in the 1970s, so for now I shall skip half a century of solace-seeking to give you the up-to-date facts about the central mystery. If you find what follows hard to accept, remember that as Mark Twain put it, ‘truth is stranger than fiction, but it is because Fiction is obliged to stick to possibilities; Truth isn’t.’

In 1974, three Italian physicists, Pier Giorgio Merli, Gian Franco Missiroli, and Giulio Pozzi, developed a technique to monitor the equivalent of the experiment with two holes for electrons. Instead of a beam of light, they used a beam of electrons, boiled off from a hot wire, which travelled through a device called an electron biprism. The electrons go into the biprism through a single entrance, but encounter an electric field which splits the beam in two, with half the electrons emerging from one exit, and half emerging from another exit. Then they arrive at a detector screen, like a computer screen, where each electron makes a white spot as it arrives. The spots persist, so as more and more electrons pass through the experiment a pattern builds up on the screen. When a single electron is fired through the biprism, there is a 50:50 chance of it going one way or the other, and it makes a single spot on the screen. When a beam of many electrons is fired through the experiment, they make many overlapping spots on the screen, and these spots combine to make a pattern – the interference pattern expected for waves.

In itself, this is not too alarming. Even if the electrons are particles, there are a lot of them in the beam, and they could be interacting with each other on their way through the experiment to make the interference pattern. After all, water waves make interference patterns, and water is made up of molecules, which can be regarded as particles. But there is more.

The Italian experiment was so precise that individual electrons could be fired through it one at a time, and sent on their way like airliners departing from a busy airport. Like those aircraft, the electrons were widely spaced. The distance from the electron source (actually a bit more sophisticated than a hot wire) to the detector screen was 10 metres, and each electron in the stream did not leave the source until its predecessor had already arrived at its destination. You can (I hope) guess what happened when thousands of electrons were fired one after the other through the experiment to build up a pattern on the detector screen. They made an interference pattern. If the individual particles were acting together to make a pattern in the same sort of way that water molecules interact to make a pattern, then the interaction was taking place across both time and space. This kind of experiment became known as ‘single-electron double-slit diffraction’.

When electrons are fired one at a time through the equivalent of the double-slit experiment for light, each electron makes a blob of light on the detector screen. But the blobs build up over time to make an interference pattern, as if they were waves (see image overleaf).
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Adapted from A. Tonomura et al., Am. J. Phys. (1989)





Although the Italian team published these startling results in 1976, they failed to make waves of their own in the world of physics. At that time, few physicists worried about how quantum mechanics worked, as long as it did work, in the sense that they could use equations to make calculations and to predict correctly the outcome of experiments. Just how an electron, or a beam of electrons, gets from A to B does not matter to an engineer designing, say, a TV set. You might make an analogy with that vanishing breed of racing drivers who didn’t care what went on under the bonnet of their car, but could fling it around the circuit at high speed. The only slightly tongue-in-cheek advice given to students who wanted to know why the equations worked was, as I have mentioned, ‘shut up and calculate’ – that is, use the equations but don’t worry about what it all means.

That attitude became increasingly questioned in the 1980s, not least because of the developments which I describe in Fit the Second. So when a Japanese team, headed by Akira Tonomura, carried out similar experiments to those of the Italian pioneers, but using the improved technology of the late 1980s, their results, published in 1989, made a bigger splash. So much so that in 2002, a poll of readers of the journal Physics World voted single-electron double-slit diffraction to be ‘the most beautiful experiment in physics’. But there was one detail of these experiments that niggled. In the electron biprism experiments there is no physical barrier, like the first screen in the classic double-slit experiment with light, and both routes through the apparatus, both ‘channels’, are always open. In 2008, Pozzi and another group of colleagues took a step further. They developed an experiment in which electrons could be fired one at a time through two genuine, nano-sized physical slits in a thin screen, to be detected on the other side in the usual way. As expected, the electrons arriving at the detector screen built up an interference pattern. But when the Italian team blocked off one of the slits and carried out another run of the experiment, there was no interference. The pattern on the detector screen was a simple blob directly behind the slit, just as you would expect to be produced by a stream of particles. How does an individual electron travelling alone through the experiment through a hole in a wall ‘know’ whether there is another hole nearby that it might have gone through, and whether that hole is open or closed, and adjust its subsequent flight path accordingly?

The next step was obvious, in theory, but incredibly difficult in practice. Build an experiment with two holes, on the nano scale, in which the holes could be opened or closed while the electrons were still in flight. Could they be fooled by changing the experimental setup after they had started on their journey? The challenge was taken up by a team based in the USA but headed by Dutch-born Herman Batelaan, who announced their results in 2013. I described their experiment in my Kindle essay ‘The Quantum Mystery’, and since it involves accurate numbers I cannot improve that description, so here it is again.

The experimenters made two slits in a silicon membrane coated with gold. The membrane was just 100 nanometres ‘thick’ (‘thin’ would be a better word), coated with 2 nanometres of gold. Each slit was 62 nanometres wide and 4 micrometres long (a nanometre is a billionth of a metre; a micrometre is a millionth of a metre). The parallel slits were 272 nanometres apart (measuring from the centre of one slit to the centre of the other slit), and, in the crucial new development, a tiny shutter could be slid across the membrane by an automatic mechanism (a piezoelectric actuator) to block one slit or the other.

In the experiment, the electrons passed through the apparatus at a rate of one per second, taking two hours for the pattern to build up on the screen. The whole process was recorded on video. In a related series of runs, the team observed what happened when both slits were open, when one slit was closed, and when the shutter was moved across to block the other slit. As expected, the pattern that built up showed interference when both slits were open, but none for either of the two single-slit options. Once again the electrons ‘knew’ how many slits were open, on top of all the mysteries revealed (or perhaps I should say confirmed) by the Italian and Japanese experiments. Each electron seemed to ‘know’ not only what the exact experimental setup was at the time it made its flight through the apparatus, but also what had happened to the electrons that went before it and the ones that would come after it.

Richard Feynman had predicted this would happen, half a century earlier. Drawing on what people knew by then about the behaviour of light, and the discovery of electron waves, he imagined doing the double-slit experiment with electrons. He said in his Lectures on Physics that he would describe a thought experiment ‘that you should not try to set up’ because ‘the apparatus would have to be made on an impossibly small scale to show the effects we are interested in’. What was impossible in 1965 proved possible in 2013. It would have delighted Feynman, who among other things was fascinated by nanotechnology. As Batelaan and his colleagues put it, they achieved ‘the full realization of Feynman’s thought experiment’. It did, indeed, reveal the central mystery of the quantum world laid bare; ‘the heart of quantum physics … the only mystery’. And nobody knows how the world can be like that.

* Lectures on Physics, Volume III. In this context, the terms ‘quantum physics’ and ‘quantum mechanics’ are interchangeable. ‘Classical’ physics means everything before relativity and quantum theory.
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The Tangled Web



Before moving on, it’s important to take away one more lesson from the experiment with two holes. It isn’t that things like electrons are seen behaving as both wave and particle at the same time. They seem to travel through the experiment like waves, but they seem to arrive at the detector screen like particles. Sometimes they behave as if they were waves, sometimes they behave as if they were particles. The as if is important. We have no way of knowing what quantum entities ‘really are’, because we are not quantum entities. We can only make analogies with things we have direct experience of, such as waves and particles. The physicist Arthur Eddington pointed this out in memorable fashion back in 1929. In his book The Nature of the Physical World, he said:

No familiar conceptions can be woven around the electron … something unknown is doing we don’t know what. [This] does not sound a particularly illuminating theory. I have read something like it elsewhere —

           The slithy toves

           Did gyre and gimble in the wabe.



We might, indeed, be better off thinking of slithy toves gyring and gimbling in the experiment with two holes, rather than of electrons behaving as waves and particles. To avoid overkill, I won’t be including the ‘as if’ every time I refer to an event or an entity in the quantum world. But take it as read.

Indeed, ‘gyre’ might be a better term than the one usually used to denote a fundamental quantum property of electrons, and other ‘particles’, usually referred to as ‘spin’. Spin is a cosy, familiar term, like wave or particle – and just as misleading as either of them. For one thing, the equations tell us that a quantum entity has to rotate twice to get back to where it started, whatever that means in physical terms (and I certainly can’t picture it). But spin is a useful property in discussing many quantum phenomena, because it comes in two kinds, which can be thought of as ‘up’ and ‘down’. This simplifies discussions which might otherwise be horrendously complicated.

For example, probability. It was the German physicist Max Born who put the concept of probability, in the context of quantum mechanics, on a secure mathematical footing. But without going into all the mathematics, we can get a feel for its importance using the example of electron spin (or tove gyre, as Eddington might have preferred). It is possible to describe, using the equations of quantum mechanics, an experiment in which an atom emits an electron which travels off through space (this is a real process, called beta decay). In an idealised version of the experiment, the electron has a definite spin. It is either up or down. But there is no way to say in advance what it will be. There is a 50:50 chance of either possibility. If you do the experiment a thousand times, or simultaneously with a thousand atoms, you will find 500 electrons (plus or minus a few, maybe) with spin up, and 500 electrons with spin down. But if you catch a single electron and measure its spin you cannot tell which it will have until you look.

Nothing surprising yet. But Einstein realised that something very surprising is predicted by the equations of the quantum theory for two electrons flying off in opposite directions.* In certain circumstances, a conservation law applies, which says that the electrons must have opposite spin, one up and one down, so that in effect they cancel out. But the equations say that at the time the electrons are emitted from their source, they do not have a definite spin. Each of them exists in what is called a superposition, a mixture of up and down states, and the electron only ‘decides’ what spin to settle into, in accordance with the rules of probability, when it interacts with something else. The point Einstein seized upon is that if the electrons must have opposite spin, at the moment electron A ‘decides’ to be spin up, electron B must become spin down, no matter how far apart the two electrons are. He called this ‘spooky action at a distance’, because at first sight it seems as if the electrons are communicating faster than light, which is forbidden according to the special theory of relativity. 

Einstein’s idea was developed into a scientific paper, published in 1933, with the help of two colleagues, Boris Podolsky and Nathan Rosen (some might say hindrance, rather than help, since the paper is badly worded and does not bring out the argument clearly). From their initials, this is known as the EPR paper, and the point Einstein wanted to make is known as the EPR Paradox, although it isn’t really a paradox at all, just a puzzle. In 1935, in a scientific paper which introduced another famous ‘paradox’, Schrödinger gave the name ‘entanglement’ to the way two quantum systems seem to be connected by spooky action at a distance. The EPR paper said that quantum theory ‘makes the reality of [the properties of the second system] depend on the process of measurement carried out on the first system, which does not disturb the second system in any way. No reasonable definition of reality could be expected to permit this.’ Their resolution of the puzzle was that ‘we are thus forced to the conclusion that the quantum-mechanical description of physical reality … is not complete’. Einstein thought that there must be some kind of underlying mechanism, known as hidden variables, which would ensure, in this example, that the electrons did not really have a choice about whether to be spin up or spin down while they were flying away from their source, but that everything was predetermined.

Although the publication of the EPR paper provoked fierce debate among the experts, real progress towards an insight into the implications of entanglement was delayed for three decades, largely because one of the most eminent mathematicians of his day, John von Neumann, made a mistake in an influential book on quantum mechanics that he published in 1932, before the EPR paper appeared. In that book, von Neumann gave a ‘proof’ that hidden variables theories could not explain the behaviour of the quantum world – that they were impossible. He was so eminent that everyone believed him, without checking his equations. Well, almost everyone. A young researcher in Germany, Grete Hermann, spotted the flaw in his reasoning and published a paper drawing attention to it in 1935, but only in a philosophy journal not read by physicists and only discovered by them much later. Although, as I shall describe in the second Solace, von Neumann’s mistake did not entirely stop people working on ‘impossible’ hidden variables theories, it wasn’t until the mid-1960s that a physicist took von Neumann’s argument apart, showed what was wrong with it, and reinvigorated the hidden variables idea. But his revival of hidden variables might not have pleased Einstein, since it also proved that all such theories must include the spooky action at a distance that he abhorred, what is more formally known as non-locality.
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That physicist was John Bell, who was taking a break from his work at CERN, the European particle physics laboratory, to work in the USA for a few months on whatever took his fancy. The two papers that emerged from this break from the day job changed what ‘everybody knew’ about the quantum world as dramatically as anything since the discovery of wave-particle duality. First, Bell explained what was wrong with von Neumann’s argument. Then, he showed how it would be possible in principle to design an experiment which would test for the effects of non-locality. More precisely, the experiment would test the assumption of ‘local reality’. ‘Local’ here means that there is no spooky action at a distance – things only influence other things in their locality, defined in terms of how far light can travel in a certain time. ‘Reality’ is the idea that there is a real world that exists whether or not anyone is looking at it, or measuring it. Because of the probabilistic nature of the quantum world, Bell’s proposed experiment would need to involve measurements of large numbers of pairs of particles (such as electrons or photons) passing through the apparatus. The hypothetical experiment was designed in such a way that after a large number of runs, two sets of measurements would be produced. If one set of numbers was greater than the other, it would prove that the assumption of local reality is valid. This ratio became known as Bell’s Inequality, and the package of ideas as Bell’s Theorem. But if the other set of numbers was greater, Bell’s Inequality would be violated, which would mean that the assumption of local reality was incorrect. If quantum mechanics is correct, Bell’s Inequality must be violated. You can have a real world, with spooky action at a distance. Or you can have locality, at the cost of saying that nothing is real unless it is observed.

Physicists have been down a similar path before, although many physicists themselves do not appreciate it. When, in the seventeenth century, Robert Hooke and Isaac Newton developed their ideas about gravity they realised that the Moon is held in orbit around the Earth by a force that attracts them to each other, and that the planets are held in orbit around the Sun by the same kind of force. They recognised that this was action at a distance. Although neither of them described it as ‘spooky’, the fact that they did not know how it worked was why Newton famously commented Hypotheses non fingo (Latin for ‘I make no hypotheses’, meaning ‘your guess about how gravity works is as good as mine’). He was as baffled by gravitational action at a distance as we are by quantum action at a distance. In the twentieth century, Einstein, with his general theory of relativity, replaced the idea of spooky gravitational action at a distance with the idea of distortions in the fabric of space caused by the presence of matter (although it has to be admitted that some people also find this idea spooky). Perhaps spooky quantum action at a distance will someday be replaced by a less spooky idea by some future Einstein. For experiments have now proved that the phenomenon is real.

Actually carrying out a Bell-type experiment involves technology beyond what was available in the mid-1960s, and Bell did not expect to see the experiment done. But by the early 1980s experiments had been carried out (using photons, rather than electrons) which proved that Bell’s Inequality is violated. Many more such experiments, with increasing technical sophistication, have confirmed this since. Local reality is not a valid description of the world; in John Bell’s own words, spoken at a meeting in Geneva in 1990, ‘I don’t know of any conception of locality which works with quantum mechanics. So I think we’re stuck with non-locality.’ Einstein may have felt that ‘no reasonable definition of reality’ could allow this, but the conclusion must be that reality is, in his terms, unreasonable. But the most impressive feature of all this is often overlooked. Although the jumping-off point for Bell’s Theorem was an attempt to understand quantum physics, and those words were spoken at a quantum physics meeting, these results do not apply only to quantum physics. They apply to the world – the Universe. Whether or not you think that quantum physics might one day be replaced as a description of how the world works, this will not change things. The experiments show that local reality does not apply to the Universe. Whether you choose to find solace in keeping reality and accepting non-locality, or in keeping locality and rejecting reality, is a matter of personal preference, as we shall see. But you can’t have both (although you could have neither, if you really want to make your brain hurt). Before we seek solace for our aching brains, though, it its worth bringing the story of entanglement up to date, since it has significant practical applications.

Those applications involve a phenomenon known as quantum teleportation. It rests on the now experimentally proven fact that if two quantum entities, such as two photons, are entangled then no matter how far apart they are, what happens to one of them affects the other. In effect, they are separate parts of a single quantum entity. This cannot be used to convey information faster than the speed of light, because what happens to each particle involves probability and randomness. If one photon is tweaked into a random quantum state, the other one is simultaneously tweaked into another quantum state. But anyone watching the second photon only sees a random change obeying the rules of probability. In order for this change to convey information, whoever tweaked the first photon has to send a message by conventional means (slower than light) to tell the second experimenter what is going on. But by tweaking one photon in a certain way, it is possible to change the second photon into an exact copy (sometimes called a clone) of the first photon, while the state of the first photon is scrambled up. In effect, the first photon has been teleported to the location of the second photon. But since the state of the first photon is scrambled, this is not duplication. Once again, the process has to be completed by sending information by a sub-lightspeed process. The teleportation conveys information, but it requires both a ‘quantum channel’ and a ‘classical channel’.

A huge research effort has gone into developing such systems, primarily because the technique offers the prospect of producing uncrackable codes, which would be immensely valuable both to industry and to governments. The essential point is that if any eavesdropper tried to listen in on the quantum channel this would scramble the data, making it useless and revealing the interference. It doesn’t matter if the eavesdropper reads the classical channel – as quantum cryptographers point out, it could be printed in the newspapers or published on social media for all the good it would do the eavesdroppers. You need both channels to unlock the coded information. And entanglement is also involved in the development of quantum computers, a topic that is often in the headlines these days. The vision of the researchers is of a totally secure quantum internet, using quantum computation, entanglement, and teleportation to share information utterly securely.

Experiments of this kind have now moved out of the laboratory and into the world at large – and beyond. In 2012, a Chinese team teleported quantum information in this way across the Qinghai Lake, a distance of 97 km. The same year, a European team teleported photons across 143 km, between the islands of La Palma and Tenerife in the Canaries. Both experiments, as an aside, confirmed the violation of Bell’s Inequality, something now taken as much for granted by physicists as the fact that apples fall downward from trees.

The Canary Islands experiment involved ground stations on mountains about 2,400 metres above sea level, where the thin air reduces atmospheric interference. But the air is even thinner higher up, and less than 143 km straight up from La Palma takes us to the edge of space. In 2016, China launched the Micius satellite (named after a Chinese philosopher of ancient times), from which beams of entangled pairs of photons were sent to separate receiving stations high in the mountains of Tibet and 1,200 km apart. The satellite was moving at nearly 8 km per second during the experiment, but kept the photon beams on target. To nobody’s surprise, but in a triumph of technology, the behaviour of the photons confirmed predictions in line with Bell’s Theorem. Although the experiment only operates at night, because sunlight dazzles the detectors, and the success rate of ‘recovering’ the photons at the ground was only about one in every six million sent from the satellite (fortunately, photons are cheap), there are already plans for a family of satellites with stronger beams that could be detected even in daytime, providing the basis for a quantum communication network, and to teleport photons up to the satellite from the ground. There will probably be more progress, and more headlines, by the time you read this. But while the technologists may continue to ‘shut up and calculate’, still the physicists cannot agree on what it all means – why the world is the way it is.

It’s time to look in more detail at some of the ways in which they seek solace. But to bring us back down to Earth, think again about the experiment with two holes. In the experiment, each electron seems to ‘know’ how many holes are open, and where it is going. Does entanglement – spooky action at a distance – come into the story here as well? If a pair of photons flying in opposite directions are in effect part of a single quantum system, might we regard the whole double-slit experiment and the electron – all of the electrons? – as part of a single quantum system? Maybe the electron knows which holes are open because the state of the holes is also part of the state of the electron. But even the notion of entanglement still lay in the future when physicists first sought solace in an interpretation of quantum mechanics which became the standard view for decades.

* Einstein actually discussed this surprise in slightly different terms, but the spin version is easier to get a handle on.
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The Not So Wonderful Copenhagen Interpretation



The interpretation of quantum physics that became the standard way of looking at things for decades is based on the idea of waves – and on largely forgetting the caveat ‘as if’. In the 1920s, physicists already knew that the quantum world could be described in either of two mathematical ways. One involved waves, summed up in the Schrödinger equation. The other involved pure numbers, in the form of arrays called matrices, developed from the work of Werner Heisenberg and Paul Dirac. They gave the same answers, so it was a matter of choice which one to work with; and since most physicists already had some familiarity with wave equations, that was what they chose. In any quantum calculations, however, what you calculate is the relationship between two states of a system, where the system may be an electron, the experiment with two holes, or (in principle) the entire Universe – or anything in between the electron and the Universe. If you have a set of parameters describing the system in state A, you can calculate the probability that it will be in state B after a certain time. But there is nothing which tells you what is going on in between.
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The archetypal example is an electron in an atom. Electrons can, for some calculations, be thought of as if (that caveat) they are in orbits which correspond to different amounts of energy. When an atom emits energy in the form of light, an electron disappears from one orbit and appears in another orbit closer to the nucleus of the atom. When an atom absorbs light, an electron disappears from one orbit and appears in one further out from the nucleus of the atom. But it does not move from one orbit to the other. First it is here, then it is there. This is known as a quantum jump (or a quantum leap*). Schrödinger intended his wave mechanics to explain what happens during the leap, but it didn’t, and he said: ‘If all this damned quantum jumping were really here to stay, I should be sorry I ever got involved with quantum theory.’ Alas for Schrödinger, it was, and is, here to stay. The matrix approach is more honest, since it does not pretend to try to tell us what is happening between state A and state B, but it provides less solace than the Schrödinger equation.

What was for decades the standard way of looking at the quantum world became known as the Copenhagen Interpretation, because it was vigorously promoted by Niels Bohr, a forceful personality who was based in that city. This name (actually given to the package of ideas by Werner Heisenberg) caused considerable irritation to Max Born, who was not a member of Bohr’s team, and did not work in Copenhagen, but whose ideas about probability were an integral part of the interpretation. Bohr so dominated any discussions about quantum physics at the end of the 1920s that as well as getting his home town recognised in this way he dissed an alternative, completely viable interpretation of quantum mechanics so thoroughly that it was neglected for two decades. I shall present it as Solace 2. 

Bohr was essentially a pragmatist who was happy to stick together different bits and pieces of ideas to make a working package without worrying too much about what it all meant. As a result, there is no straightforward, definitive statement of what the Copenhagen Interpretation is, although Bohr came close to such a revelation in a talk he gave at Como, in Italy, in 1927 – long before the interpretation got its name. The conference at which that talk was given was a landmark moment in physics, because it marked the point where physicists were presented with the tools they would require in order to ‘shut up and calculate’, applying quantum mechanics to the solutions of practical problems involving atoms and molecules (for example, chemistry, lasers, and molecular biology) without having to think about the fundamentals of what it all meant.

Bohr’s pragmatic approach extended to his interpretation. He said that we do not know anything except for the outcomes of experiments. These outcomes depend on what the experiments are designed to measure – on the questions we choose to ask of the quantum world (of nature). These questions are coloured by our everyday experiences of the world, on a scale much larger than atoms and other quantum entities. So we may guess that electrons are particles, and build an experiment designed to test this in an obvious way by measuring the momentum of an electron, thinking of the electron as a tiny pool ball. When we do so, lo and behold, the experiment measures the momentum of the electron, confirming our notion that electrons are particles. But a friend of ours has a different idea. She thinks that electrons are waves, and designs an experiment to measure the wavelength of an electron. Lo and behold, her experiment gives a measurement of the wavelength, confirming her notion that electrons are waves. So what, says Bohr. Just because the electron behaves as if it were a particle when you are looking for particles, or as if it were a wave when you are looking for waves, doesn’t mean that it is either, let alone both. What you see is what you get, and what you see depends on what you chose to look for. It is meaningless, according to the Copenhagen Interpretation, to ask what quantum entities such as electrons and atoms are, or what they are doing, when nobody is measuring them – looking at them, if you like.

So far, so pragmatic, and nothing really too alarming. But Bohr quickly takes us into muddy waters. This is where probability comes in. When Schrödinger came up with his wave equation, he thought of it as being a literal description of an electron (or other quantum entity; electrons are the simplest example to use for illustration). To him, an electron was a wave. But Bohr took Schrödinger’s ball and ran off with it, combining it with Born’s ideas on the role of probability to produce a bizarre and troubling concoction which worked (and still works), as far as quantum calculating was concerned, but makes your head hurt when you stop to think about it. The equation that Schrödinger gave us is, on this new picture, to be thought of as a ‘probability wave’, and the chance of finding an electron at any location is determined by ‘the square of the wave function’, essentially by multiplying the equation that describes the wave by itself, at any point. When we make a measurement, or observe a quantum entity, the wave function ‘collapses’ to a point, determined by the probabilities. But although some locations are more likely than others, in principle the electron could appear anywhere that the wave function has spread to. A very simple example highlights the oddity of this behaviour.
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Think of a single electron trapped in a box. The probability wave spreads out to fill up the box evenly, meaning that there is an equal chance of finding the electron at any location inside the box. Now drop a partition down the middle of the box. Common sense tells us that the electron must now be trapped in one half of the box. But the Copenhagen Interpretation (CI) says that the probability wave still fills each half of the box and the electron might with equal probability be found on either side of the partition. Now divide the box in two downthe centre of the partition. Keep one half-box in your laboratory, and put the other one on a rocket which takes it to Mars. Still, according to Bohr, there is a 50:50 chance of the electron popping up in the box in the lab or the one on Mars. Now open the box in your lab. Either you find an electron, or you don’t. But either way, the wave function has collapsed. If your box is empty, the electron is on Mars; if you have the electron, the other box is empty. This is not the same as saying that the electron ‘always was’ in one half of the box or the other; the CI insists that the collapse only happens when the contents of the box in the lab are examined. This is the kernel of the idea behind the EPR ‘paradox’, and Schrödinger’s famous puzzle involving a dead-and-alive cat. But before going into that story, I want to look at how the Copenhagen Interpretation ‘explains’ the experiment with two holes.

According to the CI, which I was taught as a student, and which too many students are still taught today, as ‘the’ way to ‘understand’ quantum mechanics, an electron is emitted from a source – an electron gun – on one side of the experiment as a particle. It immediately dissolves into a ‘probability wave’ which spreads through the experiment and heads towards the detector screen on the other side. This wave passes through however many holes are open, interfering with itself or not as appropriate, and arrives at the detector as a pattern of probabilities, higher in some places and lower in others, spread across the screen. At that instant, the wave ‘collapses’ and turns back into a particle, whose position on the screen is chosen at random, but in accordance with the probabilities. This is called ‘the collapse of the wave function’. The electron travels as a wave but arrives as a particle.

The wave, however, carries more than just probabilities. If the quantum entity has a choice of states it can be in, such as an electron which may be spin up or spin down, both states are somehow included in the wave function, the situation called a ‘superposition of states’, and the state the entity settles into at the point of detection, or interaction with another entity, is also determined at the moment the wave function collapses. In a lecture at the University of St Andrews in 1955, Werner Heisenberg said ‘the transition from the “possible” to the “actual” takes place during the act of observation’.

This works as a method of calculating quantum behaviour, as if things like electrons really did behave like this. But it also poses many puzzles. One of the most puzzling is a so-called ‘delayed choice’ experiment, dreamed up by the physicist John Wheeler. He started from the fact that when photons are fired one at a time through the experiment with two holes they still build up an interference pattern on the detector screen. But according to the CI, if a device is placed between the two holes and the detector screen to monitor which hole the photon goes through, the interference pattern will vanish, showing that each photon really did go through just one of the holes. The ‘delayed choice’ comes in because we can decide whether or not to monitor the photons after they have passed the screen with two holes. Of course, human reactions are not fast enough to do this. But experiments have been carried out with automatic monitoring devices to do exactly this, switching the monitors on or off after the photons have passed the holes. They show that the interference pattern does indeed disappear when the photons are monitored, meaning that each photon (or the probability wave) only goes through one hole – even though the decision to monitor the photon was made only after it had passed the holes.
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Wheeler pointed out that you can imagine a similar experiment on a literally cosmic scale. In a phenomenon known as gravitational lensing, light from a distant object, such as a quasar, is focused by the gravity of an intervening object, such as a galaxy, so that it follows two (or more) paths around the gravitational lens. This makes two images of the object in detectors here on Earth. In principle, instead of making those two images it would be possible to merge the light coming different ways around the gravitational lens to make an interference pattern, caused by waves going both ways round the lens. A cosmic version of the experiment with two holes. But then we could monitor the photons before they get a chance to make the interference pattern to see which way round the lens they have come. In that case, according to the results of the laboratory-scale experiments, the interference pattern would disappear. The quasar might be 10 billion light years away, the galaxy acting as a gravitational lens might be 5 billion light years away. But according to everything we know from experiment, what the photons were doing billions of years ago and billions of light years away is affected by what we choose to measure here and now. What is going on? As Wheeler himself put it, ‘the Copenhagen Interpretation commands us not to ask such things’.† Not so wonderful, then.

In essence, the Copenhagen Interpretation says that a quantum entity does not have a certain property – any property – until it is measured. Which raises all kinds of questions about what constitutes a measurement. Does human intelligence have to be involved? Is the Moon there if nobody is looking at it? Does the Universe only exist because human beings are intelligent enough to notice it? Or does the interaction of a quantum entity with a detector count as a measurement? Or where in between those extremes do you find the boundary between the quantum world and the ‘classical’ world of good old Newtonian physics? It was this kind of concern that led Schrödinger to come up with his famous puzzle about the cat locked in a room (he used the German word for ‘chamber’, not ‘box’) with a diabolical device that is primed to kill the cat, but is in a 50:50 superposition of states. Updating his example, imagine that a detector in the room measures the spin of the electron. If it is up, the device is triggered and the cat dies. If it is down, the cat is safe. The electron is in a superposition of states before it is measured. But there is nobody in the room to see what happens when the detector is triggered. So does the wave function collapse, or not? Is the cat also in a superposition of states, both dead and alive, until someone opens the door of the room to look in? 

My own development of this idea involves two of the cat’s offspring (assuming it has survived) who I call Schrödinger’s kittens.‡ These identical twin daughters of Schrödinger’s cat live in identical space capsules, provided with all the necessities of life, and even some toys to play with. The capsules are connected by a tube, and in the middle of the tube there is a box which contains a single electron. The electron wave fills the box evenly. A partition is slid down to divide the box in two and separate the two capsules, each now connected to a box containing half an electron wave. The two capsules are now taken on separate long journeys, in opposite directions at exactly the same speed, until they are a couple of light years apart. Each one has a detector to monitor the presence of an electron. After a certain time (it doesn’t have to be the same time in each case) the half-box in each capsule is opened by an automatic device. If there is an electron in it, the now grown-up cat dies. If not, the cat lives. But there is no intelligent observer to know what is going on. So are the cats now each in a superposition? An intelligent alien in a passing spaceship captures one of the capsules and looks inside, to see either a dead cat or a live cat. Is it at that point that the wave function in each capsule collapses, so that what the alien sees determines the fate of the other cat two light years away? Yes, according to the not so wonderful Copenhagen Interpretation. 

So what is the alternative? There are many, although you may find them just as laughable as the CI, and the first off the rank is the one that started to emerge at the same time as the Copenhagen Interpretation, was nearly smothered at birth by Bohr, but lived to fight another day.

* Contrary to what advertisers think, a quantum leap is a very small change made at random.

† Quoted by Philip Ball.

‡ Particle physicists have taken the name and used it in another context. That is their privilege.
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The Not So Impossible Pilot Wave Interpretation



Louis de Broglie tried to resolve the puzzle of wave-particle duality not by saying that an entity such as an electron could be either a wave or a particle, depending on how you looked at it, nor by saying that it was both wave and particle at the same time. He suggested that there might be two separate entities, a wave and a particle, which worked together to produce the effects we see in our experiments.

De Broglie was a pioneer of the idea of waves in quantum mechanics. It had been his suggestion that if, as Einstein had highlighted, something previously thought of as waves (light) could also be regarded as particles (photons), then things previously regarded as particles (electrons) should also be treated as waves. This suggestion was soon confirmed by experiment, and led Schrödinger to develop his wave equation. It was natural that de Broglie should think deeply about the meaning of this wave-particle duality, and he put forward his solution to the puzzle at the same meeting in Como where Bohr laid out the basics for what became known as the Copenhagen Interpretation.

In many ways, de Broglie’s ‘pilot wave’ interpretation is the most natural and obvious way to explain wave-particle duality. He proposed that the wave and the particle are both real, and that the wave (which became known as a pilot wave) guides the particle to its destination, like a surfer riding waves in the sea. In the experiment with two holes, the pilot wave spreads out through both holes and interferes with itself to make a pattern of interfering waves. Particles that are fired through the experiment start out with slight differences in speed or direction, so they end up surfing in slightly different directions, following the waves to build up an interference pattern on the detector screen. We measure the properties of the particles, but we can never measure the properties of the wave, only infer its existence from the behaviour of the particles, which is hidden from us until they are detected. This kind of approach became known as ‘hidden variables’ theory. 
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A well-shuffled pack of cards provides a useful analogy. Imagine such a pack of cards small enough to be required to obey the rules of quantum physics, in a sub-microscopic device which enables you to turn the cards over one at a time to reveal their value. According to hidden variables theories, when you turn over the top card, the value you see is determined at random from the 52 possibilities allowed for by the pack. There is a 50:50 chance of getting a red card, a 1:52 chance of getting the five of clubs, and so on. The value of the card was hidden until you looked. But it always did have that value, even when you were not looking (in that sense, it is not really a variable!). After this first card has been seen – suppose it was indeed the five of clubs – there is now zero chance of finding the five of clubs, a 26:51 chance of finding a red card, and so on. Contrast this with the Copenhagen Interpretation, which says that the card does not have a value until you look. It is the act of looking which forces it to choose from the available possibilities. But in either case, if you keep turning cards over you will see the same sort of random pattern determined by the probabilities; you won’t, for example, get the five of clubs twice. The experiment does not distinguish between the interpretations. But there is a huge difference in the explanation of what made that pattern.

David Lindley makes an analogy with a golfer practising on the putting green. He hits a series of golf balls all aimed at the same hole, but each one sets off at a slightly different speed and heading in a slightly different direction because of the inevitable minor variations in the golfer’s putting technique. And the surface of the green is not perfectly smooth. So each ball follows a slightly different direction, and travels a slightly different distance. After the golfer has hit a hundred practice balls, they are spread out across the surface of the green in a pattern which has been determined by the irregularities of the surface that they have been travelling across. But the final position of each ball could be determined, in principle, if you knew the exact shape of the surface and the exact speed and direction the ball started with. In this sense, the Pilot Wave Interpretation is deterministic, and removes the element of chance associated with the collapse of the wave function, as well as removing the collapse of the wave function itself. Every particle has definite properties at all times. It’s just that, like the cards in a well-shuffled pack, we don’t know what those properties are until we look.

De Broglie spelled out the pilot wave argument in detail, not just the kind of vague discussion I have given, at the Como meeting. Looking back with the benefit of hindsight, in 1987 John Bell wrote in his book Speakable and Unspeakable in Quantum Mechanics: ‘this idea seems so natural and simple, to resolve the wave-particle dilemma in such a clear and ordinary way, that it is a great mystery to me that it was so generally ignored.’

Actually, this is not such a great mystery. First, as I have mentioned, Bohr, aided and abetted by Wolfgang Pauli, poured scorn on the idea and crushed the more diffident de Broglie more by the force of their personalities and the force of their reputations than by the validity of their arguments. But reputation isn’t everything. The second reason de Broglie’s idea got trashed, along with other hidden variables theories, was von Neumann’s incorrect ‘proof’ that such theories were impossible. De Broglie gave up any attempt to promote his idea, and it was so completely forgotten by physicists that when the American David Bohm came up with a similar idea at the beginning of the 1950s he didn’t know anything about the earlier work. This initially led to some tension between him and de Broglie, who was annoyed not to be acknowledged, but this was smoothed over and the pilot wave idea is now often referred to as the de Broglie–Bohm interpretation.

The way Bohm got to his version of the pilot wave is particularly interesting in the present context. As a young researcher, Bohm wrote a textbook on quantum physics, published early in 1951, in which he spelled out the Copenhagen Interpretation to such good effect that even Pauli, a notoriously severe critic of anyone he regarded as his intellectual inferior (which meant everybody) approved of it. Einstein also felt that Bohm had done as good a job of explaining the CI as it was possible to do. But he got in touch with Bohm and stressed his own view that the CI was wrong. Bohm decided to see if there was another way of explaining what was going on in the quantum world, and soon found that there was. His pilot wave model was mathematically equivalent to the Copenhagen Interpretation, and gave the same answers to quantum questions as that interpretation; it was also essentially the same as de Broglie’s model, but went slightly further in terms of describing the interaction between the quantum world and the classical world. But it was based on hidden variables, which von Neumann had said was impossible. Not least for that reason (but also, in the USA at least, because he was vilified as a communist sympathiser at the time of the McCarthy ‘witch hunt’), Bohm was not taken seriously by many physicists, who thought that if von Neumann said it was impossible there must be a mistake in the model. There was one important exception.
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In 1952 John Bell was working at the UK Atomic Energy Research Establishment at Malvern, in Worcestershire, and was chosen as one of the young scientists allowed to take a year off to do research. In his case, he went to work and study at Birmingham University, where he investigated quantum theory, and learned of Bohm’s pilot wave idea. He immediately took the opposite view of most physicists. If Bohm’s idea worked, and von Neumann said it was impossible, then it must mean that it was von Neumann who had made a mistake. Unfortunately, at that time von Neumann’s book had only been published in German, which Bell did not read, and Bell had to get back to his day job designing particle accelerators, before moving on to CERN in 1960. By 1963, von Neumann’s book had been published in English, Bell found the mistake, and wrote up his findings during a sabbatical year in the United States. He also produced his own version of hidden variables theory as further proof that von Neumann was wrong. But as I have mentioned, he showed that all hidden variables theories, including the pilot wave idea, are non-local. As he wrote in one of the papers produced while in the USA, ‘It is the requirement of locality, or more precisely that the result of a measurement on one system be unaffected by operations on a distant system with which it has interacted in the past, that creates the essential difficulty’ with things like the EPR puzzle (or indeed, my kittens in space, where according to the de Broglie–Bohm theory the electron is always in one half-box and there is no superposition). In the Pilot Wave Interpretation, it is explicitly required that at any instant properties such as the velocity of one particle, or the way it changes the direction it is moving in, depend on the properties at that same instant of all the other particles it has interacted with.

Although I have not seen anyone else make the connection, this reminds me of a puzzle known as Mach’s Principle. The physicist Ernst Mach – who was an influence on Einstein – drew attention to the puzzle, which had actually troubled scientists since at least Newton’s day. It has to do with inertia. If you push something it resists being moved. I’m not talking about friction, but an idealised situation with an object floating freely in space. It will continue at rest or keep moving in a straight line (as Robert Hooke was the first to point out) until it is pushed, when it will change its speed, or its direction, or both. But how does it know that it is changing its direction or its speed? What is the change measured relative to? It does not take much observation to notice that inertia represents a resistance to change in motion relative to the Universe at large.

You don’t have to imagine being in space to see the puzzle in all its glory. Isaac Newton himself, in his great book the Principia, described an actual experiment you can do in the privacy of your own home. He took a bucket of water hanging by its handle from a long rope, twisted it round and round and let go. The bucket started spinning, but at first the level of water in the bucket stayed the same. It didn’t care that the bucket was moving relative to the water. Then, as the water picked up the rotation, it dipped in the centre, making a curved surface. When Newton grabbed the side of the bucket, it stopped spinning, but the water carried on spinning and the surface held its curved shape, gradually flattening as it slowed down. The shape of the surface of the water depended on how the water was moving relative to some mysterious fixed frame of reference, and had nothing to do with how it was moving relative to the bucket; this frame of reference is now identified as the average distribution of everything in the Universe. Actually, you don’t even need a bucket to see the influence of the entire Universe on local things – just watch the surface of the liquid when you stir a cup of tea or coffee!

So the average distribution of everything in the Universe provides a frame of reference against which such changes are measured. Somehow, the ‘local’ object is influenced by everything ‘out there’. Mach’s Principle tells us that a particle’s inertia is due to some interaction of that particle with all the other objects in the Universe. Just what that interaction is has long been a mystery. The Pilot Wave Interpretation, and non-locality, may be the resolution of that puzzle.

This leads to an interesting conclusion, which also features in another interpretation (Solace 3). The de Broglie–Bohm Pilot Wave Interpretation applies to the whole Universe. The behaviour of a single particle here and now depends on the positions of every other particle in the Universe at this instant. But the implications are best explored in the context of that third Solace, the Many Worlds Interpretation. Before we move on, though, it’s worth mentioning a surprising comment on Bohm’s theory, from someone who might have been expected to endorse it. Even though Einstein had been the instigator of Bohm’s attempt to find an alternative to the Copenhagen Interpretation, on 12 May 1952 he wrote to Max Born:

Have you noticed that Bohm believes (as de Broglie did, by the way, 25 years ago) that he is able to interpret the quantum theory in deterministic form? That way seems too cheap to me.



Nobody is quite sure what he meant by this, but it highlights the confusion surrounding all of the interpretations of quantum mechanics.
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The Excess Baggage Many Worlds Interpretation



If you have heard of the Many Worlds Interpretation (MWI), the chances are you think that it was invented by the American Hugh Everett in the mid-1950s. In a way that’s true. He did come up with the idea all by himself. But he was unaware that essentially the same idea had occurred to Erwin Schrödinger half a decade earlier. Everett’s version is more mathematical, Schrödinger’s more philosophical, but the essential point is that both of them were motivated by a wish to get rid of the idea of the ‘collapse of the wave function’, and both of them succeeded.

As Schrödinger used to point out to anyone who would listen, there is nothing in the equations (including his famous wave equation) about collapse. That was something that Bohr bolted on to the theory to ‘explain’ why we only see one outcome of an experiment – a dead cat or a live cat – not a mixture, a superposition of states. But because we only detect one outcome – one solution to the wave function – that need not mean that the alternative solutions do not exist. In a paper he published in 1952, Schrödinger pointed out the ridiculousness of expecting a quantum superposition to collapse just because we look at it. It was, he wrote, ‘patently absurd’ that the wave function should ‘be controlled in two entirely different ways, at times by the wave equation, but occasionally by direct interference of the observer, not controlled by the wave equation’.

Although Schrödinger himself did not apply his idea to the famous cat, it neatly resolves that puzzle. Updating his terminology, there are two parallel universes, or worlds, in one of which the cat lives and in one of which it dies. When the box is opened in one universe, a dead cat is revealed. In the other universe, there is a live cat. But there always were two worlds, which had been identical to one another until the moment when the diabolical device determined the fate of the cat(s). There is no collapse of the wave function. Schrödinger anticipated the reaction of his colleagues in a talk he gave in Dublin, where he was then based, in 1952. After stressing that when his eponymous equation seems to describe different possibilities they are ‘not alternatives but all really happen simultaneously’, he said:

Nearly every result [the quantum theorist] pronounces is about the probability of this or that or that … happening – with usually a great many alternatives. The idea that they may not be alternatives but all really happen simultaneously seems lunatic to him, just impossible. He thinks that if the laws of nature took this form for, let me say, a quarter of an hour, we should find our surroundings rapidly turning into a quagmire, or sort of a featureless jelly or plasma, all contours becoming blurred, we ourselves probably becoming jelly fish. It is strange that he should believe this. For I understand he grants that unobserved nature does behave this way – namely according to the wave equation. The aforesaid alternatives come into play only when we make an observation – which need, of course, not be a scientific observation. Still it would seem that, according to the quantum theorist, nature is prevented from rapid jellification only by our perceiving or observing it … it is a strange decision.



In fact, nobody responded to Schrödinger’s idea. It was ignored and forgotten, regarded as impossible. So Everett developed his own version of the MWI entirely independently, only for it to be almost as completely ignored. But it was Everett who introduced the idea of the Universe ‘splitting’ into different versions of itself when faced with quantum choices, muddying the waters for decades.

Everett came up with the idea in 1955, when he was a PhD student at Princeton. In the original version of his idea, developed in a draft of his thesis which was not published at the time, he compared the situation with an amoeba that splits into two daughter cells. If amoebas had brains, each daughter would remember an identical history up until the point of splitting, then have its own personal memories. In the familiar cat analogy, we have one universe, and one cat, before the diabolical device is triggered, then two universes, each with its own cat, and so on. Everett’s PhD supervisor, John Wheeler, encouraged him to develop a mathematical description of his idea for his thesis, and for a paper published in the Reviews of Modern Physics in 1957, but along the way the amoeba analogy was dropped and did not appear in print until later. But Everett did point out that since no observer would ever be aware of the existence of the other worlds, to claim that they cannot be there because we cannot see them is no more valid than claiming that the Earth cannot be orbiting around the Sun because we cannot feel the movement.

Everett himself never promoted the idea of the MWI. Even before he completed his PhD, he had accepted the offer of a job at the Pentagon working in the Weapons Systems Evaluation Group on the application of mathematical techniques (the innocently titled game theory) to secret Cold War problems (some of his work was so secret that it is still classified) and essentially disappeared from the academic radar. It wasn’t until the late 1960s that the idea gained some momentum, when it was taken up and enthusiastically promoted by Bryce DeWitt, of the University of North Carolina, who wrote: ‘every quantum transition taking place in every star, in every galaxy, in every remote corner of the universe is splitting our local world on Earth into myriad copies of itself.’ This became too much for Wheeler, who backtracked from his original endorsement of the MWI and in the 1970s said: ‘I have reluctantly had to give up my support of that point of view in the end – because I am afraid it carries too great a load of metaphysical baggage.’* Ironically, just at that moment the idea was being revived and transformed, through applications in cosmology and quantum computing.

The power of the interpretation began to be appreciated even by people reluctant to endorse it fully. John Bell noted that ‘persons of course multiply with the world, and those in any particular branch would experience only what happens in that branch’, and grudgingly admitted that there might be something in it:

The ‘many worlds interpretation’ seems to me an extravagant, and above all an extravagantly vague, hypothesis. I could almost dismiss it as silly. And yet … It may have something distinctive to say in connection with the ‘Einstein Podolsky Rosen puzzle’, and it would be worthwhile, I think, to formulate some precise version of it to see if this is really so. And the existence of all possible worlds may make us more comfortable about the existence of our own world … which seems to be in some ways a highly improbable one.†



The precise version of the MWI came from David Deutsch, in Oxford, and in effect put Schrödinger’s version of the idea on a secure footing, although when he formulated his interpretation Deutsch was unaware of Schrödinger’s version. Deutsch worked with DeWitt in the 1970s, and in 1977 he met Everett at a conference organised by DeWitt – the only time Everett ever presented his ideas to a large audience. Convinced that the MWI was the right way to understand the quantum world, Deutsch became a pioneer in the field of quantum computing, not through any interest in computers as such, but because of his belief that the existence of a working quantum computer would prove the reality of the MWI.

This is where we get back to a version of Schrödinger’s idea. In the Everett version of the cat puzzle, there is a single cat up to the point where the device is triggered. Then the entire Universe splits in two. Similarly, as DeWitt pointed out, an electron in a distant galaxy confronted with a choice of two (or more) quantum paths causes the entire Universe, including ourselves, to split. In the Deutsch–Schrödinger version, there is an infinite variety of universes (a Multiverse) corresponding to all possible solutions to the quantum wave function. As far as the cat experiment is concerned, there are many identical universes in which identical experimenters construct identical diabolical devices. These universes are identical up to the point where the device is triggered. Then, in some universes the cat dies, in some it lives, and the subsequent histories are correspondingly different. But the parallel worlds can never communicate with one another. Or can they?
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Deutsch argues that when two or more previously identical universes are forced by quantum processes to become distinct, as in the experiment with two holes, there is a temporary interference between the universes, which becomes suppressed as they evolve. It is this interaction which causes the observed results of those experiments. His dream is to see the construction of an intelligent quantum machine – a computer – which would monitor some quantum phenomenon involving interference going on within its ‘brain’. Using a rather subtle argument, Deutsch claims that an intelligent quantum computer would be able to remember the experience of temporarily existing in parallel realities. This is far from being a practical experiment. But Deutsch also has a much simpler ‘proof’ of the existence of the Multiverse.

What makes a quantum computer qualitatively different from a conventional computer is that the ‘switches’ inside it exist in a superposition of states. A conventional computer is built up from a collection of switches (units in electrical circuits) which can be either on or off, corresponding to the digits 1 or 0. This makes it possible to carry out calculations by manipulating strings of numbers in binary code. Each switch is known as a bit, and the more bits there are, the more powerful the computer is. Eight bits make a byte, and computer memory today is measured in terms of billions of bytes – gigabytes, or Gb. Strictly speaking, since we are dealing in binary, a gigabyte is 230 bytes, but that is usually taken as read. Each switch in a quantum computer, however, is an entity which can be in a superposition of states. These are usually atoms, but you can think of them as being electrons that are either spin up or spin down. The difference is that in the superposition, they are both spin up and spin down at the same time – 0 and 1. Each switch is called a qubit, pronounced ‘cubit’.

Because of this quantum property, each qubit is equivalent to two bits. This doesn’t look impressive at first sight, but it is. If you have three qubits, for example, they can be arranged in eight ways: 000, 001, 010, 011, 100, 101, 110, 111. The superposition embraces all these possibilities. So three qubits are not equivalent to six bits (2 × 3), but to eight bits (2 raised to the power of 3). The equivalent number of bits is always 2 raised to the power of the number of qubits. Just 10 qubits would be equivalent to 210 bits, actually 1,024 but usually referred to as a kilobit. Exponentials like this rapidly run away with themselves. A computer with just 300 qubits would be equivalent to a conventional computer with more bits than there are atoms in the observable Universe. How could such a computer carry out calculations? The question is more pressing since simple quantum computers, incorporating a few qubits, have already been constructed and shown to work as expected. They really are more powerful than conventional computers with the same number of bits.

Deutsch’s answer is that the calculation is carried out simultaneously on identical computers in each of the parallel universes corresponding to the superpositions. For a three-qubit computer, that means eight superpositions of computer scientists working on the same problem using identical computers to get an answer. It is no surprise that they should ‘collaborate’ in this way, since the experimenters are identical, with identical reasons for tackling the same problem. That isn’t too difficult to visualise. But when we build a 300-qubit machine – which will surely happen – we will, if Deutsch is right, be involving a ‘collaboration’ between more universes than there are atoms in our visible Universe. It is a matter of choice whether you think that is too great a load of metaphysical baggage. But if you do, you will need some other way to explain why quantum computers work.

Most quantum computer scientists prefer not to think about these implications. But there is one group of scientists who are used to thinking of even more than six impossible things before breakfast – the cosmologists. Some of them have espoused the Many Worlds Interpretation as the best way to explain the existence of the Universe itself.

Their jumping-off point is the fact, noted by Schrödinger, that there is nothing in the equations referring to a collapse of the wave function. And they do mean the wave function; just one, which describes the entire world as a superposition of states – a Multiverse made up of a superposition of universes.

The first version of Everett’s PhD thesis (later modified and shortened on the advice of Wheeler) was actually titled ‘The Theory of the Universal Wave Function’.‡ And by ‘universal’ he meant literally that, saying:

Since the universal validity of the state function description is asserted, one can regard the state functions themselves as the fundamental entities, and one can even consider the state function of the whole universe. In this sense this theory can be called the theory of the ‘universal wave function,’ since all of physics is presumed to follow from this function alone.



… where for the present purpose ‘state function’ is another name for ‘wave function’. ‘All of physics’ means everything, including us – the ‘observers’ in physics jargon. Cosmologists are excited by this not because they are included in the wave function, but because this idea of a single, uncollapsed wave function is the only way in which the entire Universe can be described in quantum mechanical terms while still being compatible with the general theory of relativity. In the short version of his thesis published in 1957, Everett concluded that his formulation of quantum mechanics ‘may therefore prove a fruitful framework for the quantization of general relativity’. Although that dream has not yet been fulfilled, it has encouraged a great deal of work by cosmologists since the mid-1980s, when they latched on to the idea. But it does bring with it a lot of baggage. 

The universal wave function describes the position of every particle in the Universe at a particular moment in time. But it also describes every possible location of those particles at that instant. And it also describes every possible location of every particle at any other instant of time, although the number of possibilities is restricted by the quantum graininess of space and time. Out of this myriad of possible universes, there will be many versions in which stable stars and planets, and people to live on those planets, cannot exist. But there will be at least some universes resembling our own, more or less accurately, in the way often portrayed in science fiction stories. Or, indeed, in other fiction. Deutsch has pointed out that according to the MWI any world described in a work of fiction, provided it obeys the laws of physics, really does exist somewhere in the Multiverse. There really is, for example, a Wuthering Heights world (but not a Harry Potter world).

That isn’t the end of it. The single wave function describes all possible universes at all possible times. But it doesn’t say anything about changing from one state to another. Time does not flow. Sticking close to home, Everett’s parameter, called a state vector, includes a description of a world in which we exist, and all the records of that world’s history, from our memories, to fossils, to light reaching us from distant galaxies, exist. There will also be another universe exactly the same except that the ‘time step’ has been advanced by, say, one second (or one hour, or one year). But there is no suggestion that any universe moves along from one time step to another. There will be a ‘me’ in this second universe, described by the universal wave function, who has all the memories I have at the first instant, plus those corresponding to a further second (or hour, or year, or whatever). But it is impossible to say that these versions of ‘me’ are the same person. Different time states can be ordered in terms of the events they describe, defining the difference between past and future, but they do not change from one state to another. All the states just exist. Time, in the way we are used to thinking of it, does not ‘flow’ in Everett’s MWI.

As far as my perception is concerned, though, it is time for a change. Time to seek another kind of solace, this time in decoherence.

* Quoted in Some Strangeness in the Proportion, ed. H. Woolf (Addison-Wesley, 1981).

† Speakable and Unspeakable in Quantum Mechanics (Cambridge University Press, 1987).

‡ It was eventually published in 1973 in the volume The Many-Worlds Interpretation of Quantum Mechanics, edited by B.S. DeWitt and N. Graham (Princeton University Press).
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The Incoherent Decoherence Interpretation



In order to have decoherence, something must be coherent in the first place. Physicists have a clear understanding of what they mean by coherence, and proponents of the Decoherence Interpretation argue that it is, in fact, coherence that makes the quantum world behave the way it does.

As usual, the experiment with two holes highlights what is going on. The light (or whatever) waves that are spreading out from the two holes originally came from a single source, and are therefore in step with one another. The holes simply send the coherent waves along different paths, and differences in the lengths of those paths affect the way the two sets of waves interact with one another – in step here, out of step there. There is a regular pattern in the ups and downs of the waves, which makes it possible for them to interfere with one another in such a way that they will produce a regular pattern of light and shade. If there is no coherence between the waves, as with light spreading out from two torches and shining directly on to a wall, there is no interference pattern – there is interference, but everything is so jumbled up that there is no pattern. According to the Decoherence Interpretation, it is when things get jumbled up that ‘quantumness’ disappears. But the light from the two torches never was coherent in the first place. It was incoherent. There’s another useful analogy – the ‘Mexican wave’ you sometimes see in sports arenas. If everybody in the arena raises their arms at random, all you see is a jumble of waving hands. But if each person raises and lowers their arms at the right time, copying their neighbours, a wave sweeps round the stadium. The wave is coherent; the random waving is incoherent. So the term ‘decoherence’ is not all that apt in the quantum context. It might make more sense to call this model the incoherent interpretation of quantum mechanics; but its aficionados might feel that this would give the wrong impression of their favoured idea!

If those aficionados are right, the boundary between quantumness and the everyday world depends on coherence, not on size. Bohr and his colleagues were necessarily vague about this. They could argue, quite reasonably, that an object as large and complicated as a cat was too big to be in a quantum superposition, even though individual atoms could be in a superposition. But in imagining variations on the cat in the box thought experiment, where did you draw the line? Was a flea big enough to know if it was dead or alive, or in a superposition? A microbe? Nobody knew.

One man took up the challenge of finding out. Anthony Leggett, who worked at the University of Sussex in the late 1960s and 1970s, determined to devise experiments to test whether the rules of quantum mechanics could still be used to describe the behaviour of so-called ‘macroscopic’ objects, things big enough to hold in your hand, or bigger. This led him to develop devices called SQUIDs (from Superconducting Quantum Interference Device). The archetypal SQUID was about the size of a wedding ring, so you could indeed hold it in your hand,* but it had to be supercooled to operate, so you couldn’t hold it while it was working. An electric current circulating in a superconductor flows along for ever, once it gets going, and the behaviour of such a current circulating round a SQUID can be monitored and tweaked using electric and magnetic fields. These experiments show that the electron wave going round the ring behaves like a single quantum entity, about a hundred million times bigger than an atom (and certainly much bigger than a bacterium, or even a flea). Leggett had achieved his first objective. But there is more. You might think that the wave could flow one way round the ring, or the other way round the ring, but not both ways at the same time. You would be wrong. Experiments carried out early in the 21st century showed the effects of the wave going both ways round the ring at the same time. Not two different waves going in opposite directions, but the same wave going both ways at once – a superposition. It is not the size of the object that determines the object’s quantumness, but the fact that the waves are coherent.
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This work has progressed enormously since the early days, along the way earning Leggett both a Nobel Prize and a knighthood; SQUIDs are being scaled up in size, have practical applications in medicine as sensitive detectors of magnetic fields produced by the human body, and are potential components of quantum computers. For now, though, what matters is that they behave as a macroscopic example of distinct quantum states when the waves are coherent, but cease to exhibit quantumness when they warm up and the waves decohere. In the language of Bohr, it seems that decoherence causes the ‘collapse of the wave function’. Some people assume that this simply means that the Decoherence Interpretation is only the Copenhagen Interpretation by another name. But this assumption ignores the key role of superposition and entanglement in the strict Decoherence Interpretation.

Superposition and entanglement are two sides of the same coin. When two ‘particles’ interact with one another they become entangled, and for ever afterwards what happens to one of the particles affects the other. In effect, they are now a single entity. In a similar way, the single wave going both ways at once around a SQUID ring can be thought of as two waves in a superposition, entangled with one another. The result is a single quantum entity, a wave that goes not one way but two. It is no surprise that the Decoherence Interpretation only emerged around the same time as the experiments in the 1980s which established that entanglement is a valid description of the way the world works.

So what actually happens when a ‘pure’ quantum entity interacts with the outside world and ‘decoheres’? It doesn’t get less entangled, but more. Imagine a lonely particle in a pure quantum state. As soon as it bounces off another particle (or even if it interacts with a photon of light) it becomes entangled. If either of the two entangled entities interact with a third entity, all three become entangled, with their quantum states in a superposition. The entanglement spreads faster than the proverbial forest fire, so that in practice there is no such thing as a ‘pure’ quantum system separated from the world outside (except in very special circumstances like the SQUID experiments), but an entangled system of both, a superposition of everything that has interacted with the original particle and everything it has ever interacted with, and everything that that everything has ever interacted with or has ever come into contact with. ‘Decoherence’ actually involves linking everything in the entire world – the Universe – into a single quantum system. We no longer detect the quantumness of the once-isolated particle because it is mixed up with everything else. The resulting incoherence makes it extremely difficult to unravel the underlying quantumness of anything except the simplest systems. The mathematicians will tell you that this might be possible in principle, since the equations that describe the quantum world are time-reversible. But don’t hold your breath waiting for someone to do the experiment.

As Philip Ball has pointed out, decoherence very quickly produces an incoherent state equivalent to a superposition of more quantum states than there are fundamental particles in the observable Universe. He asks: ‘can a problem be said to be strictly impossible solely because there is not enough information available in the universe to solve it?’† Ball also gives some estimates of how long it takes for a system to decohere. Decoherence happens more quickly for larger objects, because there are more bits in them to interact with other things, and with each other. For a dust grain floating in the air and being buffeted by the molecules around it, decoherence takes less time than that required for a photon, travelling at the speed of light, to cross a distance equivalent to the diameter of a proton. Even in interstellar space, floating freely and interacting with nothing except the photons of the cosmic microwave background radiation, the dust grain will decohere in about a second. ‘Decoherence is to all practical purposes instant and inevitable.’ And this applies to Schrödinger’s famous cat. In order to be ‘both dead and alive’, the cat would have to be ‘prepared’ in some incredibly unlikely coherent state of pure quantumness. It is one thing to prepare a SQUID in a pure quantum state, but quite another to do that to a cat. And if you did, it would decohere into either a dead cat or a living cat faster than a dust grain floating in the air decoheres. 

This also pulls the rug from under one of the philosophical objections to the Copenhagen Interpretation. Taken at face value, the CI says that ‘nothing is real’ unless it is being observed or measured. Things like cats in boxes can exist in superpositions of states. So, said opponents of the idea, does the Moon exist when nobody is looking at it, or is it in a superposition of all possible quantum states? Did it exist, in this sense, before there was life on Earth? Bohr had no satisfactory answer to this. The Decoherence Interpretation has – photons from the microwave background radiation, let alone those of sunlight, are more than adequate to produce decoherence and make the Moon ‘real’.

This, though, is not the end of the decoherence story. Instead of applying the idea only to the here and now (whatever ‘here and now’ means in an entangled Universe), some people have applied this way of thinking to the entire history – or histories – of the Universe. What used to be a separate interpretation in its own right, the Consistent Histories Interpretation, is now the Decoherent Histories Interpretation. But I will start with the ‘consistency’ bit of the story.

This harks back to the idea that the only things we know about the quantum world (or the world at large) are what we can see and measure. In advance of carrying out an experiment, or making a measurement, we can only calculate the probability of different outcomes of the experiment. But once we have made the measurement, we have a definite result, in some sense selected from the array of possibilities. The argument of the Consistent Histories approach is that whatever the result of that measurement – whatever anything that happens in the world – it must be consistent with the past, with history. So when we look at the interference pattern produced in the experiment with two holes, all we can say is that the pattern is consistent with waves having gone through the holes and interfered with one another. When an electron is knocked out of a metal surface by light, we can only say that this is consistent with the light arriving in the form of a photon.

The cosmological implications of all this have been widely discussed, notably by Stephen Hawking and his colleagues. Hawking described the traditional way of trying to understand the origin of the Universe in quantum terms as the ‘bottom up’ approach. You start by guessing what the Universe could have looked like in the beginning, as a superposition of wave functions, and try to work out how it got from that state to the state we see it in today. He preferred the alternative ‘top down’ approach, in which you start out from where we are now and work backwards, in a consistent way, to determine which wave functions contributed to its origin.

The trouble is, there may be (usually will be) more than one different way to arrive at the result we observe – more than one consistent history. There is no unique ‘history of the Universe’ revealed by this approach. If, in the electron version of the double-slit experiment, an electron arrives at a definite point on the detector screen, there is no way to tell which hole it has passed through. Both histories are consistent with what we observe. And the world at large is much more complicated than the experiment with two holes, allowing for a much wider choice of consistent histories. I’ll get back to that. But first, where does decoherence come into the story?

If every ‘measurement’ – every quantum interaction – selects from an array of possible histories, then we can imagine working backwards in time, all the way to the Big Bang (and maybe further, but I won’t go into that here), with decoherence (for that is what it is) sifting out versions of history that are consistent. In the beginning, anything is possible. But as soon as any quantum interaction occurs, some possibilities are ruled out, and the variety of different universes is reduced. That is, the range of consistent past universes is reduced. This continues all the way up to the present, selecting the history of our universe (but crucially not only our universe) from the worlds of possibility. The Decoherent Histories approach does not select a unique Universe. We are back to a variation on the theme of Many Worlds, arrived at by a different route.

The possibility of using decoherence to transform the Many Worlds idea into a ‘Many Histories’ idea seemed to some physicists to remove the baggage of many parallel worlds, all equally real, and replace it with different histories, which only existed as ghost-like states among the probabilities. But in the mid-1990s it became apparent that things were not so simple. After attending a conference where he heard Fay Dowker discuss the possibilities, Lee Smolin, who works at the Perimeter Institute in Canada, experienced a flash of insight which he later described in his book Three Roads to Quantum Gravity:‡

While the ‘classical’ world we observe, in which particles have definite positions, may be one of the consistent worlds described by a solution to the theory, Dowker and [Adrian] Kent’s results showed that there had to be an infinite number of other worlds, too. Moreover, there were an infinite number of consistent worlds that have been classical up to this point but will not be anything like our world in five minutes’ time. Even more disturbing, there were worlds that were classical now but were arbitrarily mixed up superpositions of classical [worlds] at any point in the past … if the consistent histories interpretation is correct, we have no right to deduce from the existence of fossils now that dinosaurs roamed the planet a hundred million years ago.



All of the histories are equally real, and what we perceive as ‘the’ history of our world depends on the questions we ask of the world. In just the same way that when we experiment with electrons, if we look for waves we get waves, but if we look for particles we get particles, if we look for evidence of the existence of dinosaurs in the past then we find a history consistent with the existence of dinosaurs in the past. This does not necessarily mean that there ‘really were’ dinosaurs in the past; only that the state of the world today is consistent with the possibility that there were dinosaurs in the past. As Smolin has put it, we have ‘a theory in which we can formulate the answers, but not the questions’. 

Not quite all things to all people, but, depending on taste, you can see the Decoherence Interpretation either as a version of the Copenhagen Interpretation, or as a version of the Many Worlds Interpretation. But don’t worry if none of this is to your taste. Perhaps you can find solace in the Ensemble Interpretation.

* I have.

† David Deutsch, of course, would not see this as a problem at all! But this Solace is primarily concerned with decoherence, not the MWI.

‡ (Weidenfeld & Nicolson, London, 2000). Hard stuff.
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The Ensemble Non-Interpretation



The Ensemble Interpretation was the first, and simplest, alternative to the Copenhagen Interpretation, and the one favoured by Albert Einstein, who said:

The attempt to conceive the quantum-theoretical description as the complete description of the individual systems leads to unnatural theoretical interpretations, which immediately become unnecessary if one accepts the interpretation that the description refers to ensembles of systems and not to individual systems.*



Leslie Ballentine, a leading modern proponent of the idea who works at Simon Fraser University in Canada, explains that Einstein’s ‘criticism of the interpretation accepted, at least tacitly, by many physicists was that the quantum state [wave] function does not provide a description of an individual system but rather of an ensemble of similar systems’. But this ‘interpretation’ doesn’t really interpret anything at all. It simply says that everything that looks odd about the quantum world can be explained in terms of statistics (it is sometimes known as the statistical interpretation). It is more like the policeman at a crime scene who instructs the crowd of onlookers, ‘Nothing for you to see here, move along, please.’ 

The statistics are those of the ensembles. But the ensembles are not the kind that spring to the mind of most people when they hear the term. In everyday language, an ensemble is a group of things that have some common property, or are working together – such as a musical string ensemble. To a statistician, a collection of 600 identical dice could constitute an ensemble, and if all those dice were rolled together then the laws of probability would lead us to expect to see near enough 100 sixes, 100 fives, 100 fours, 100 threes, 100 twos and 100 ones. But there is another way to get the same statistical outcome. Take a single perfect die, and roll it 600 times. You would expect 6 to come up about a hundred times, 5 to come up about a hundred times, and so on. This is the kind of ensemble the quantum physicists are referring to. A box full of molecules of gas would not constitute an ensemble in this sense; but many identical boxes of gas each experimented on in the same way would. Ideally, you would carry out exactly the same experiment on exactly the same particle many times, and monitor the outcome of each of these ‘trials’. That is the ensemble. The results would follow a probability distribution in accordance with the rules developed by Max Born.

It would be very hard to carry out such an idealised experiment, but that isn’t really the point. Instead of, say, a million electrons going through the double-slit experiment at the same time and being detected on the other side, think of the same electron going round and round a million times, with the position it arrives at on the other side being noted each time it goes past. The crucial point which proponents of this interpretation like is that the particles are always real particles in the everyday use of the term. The wave function does not apply to individual particles, so that each individual electron, for example, really is either spin up or spin down, but when you have many particles the probability of finding either possibility when you examine an individual electron is (other things being equal) 50:50. There is no wave-particle duality, no superposition, and no dead-and-alive cats. It would be hard to carry out the cat experiment a hundred times or more using the same cat, of course, but if you did it with a hundred cats one after the other, according to the Ensemble Interpretation half of them would live, and half of them would die, but none of them would be in a superposition.

It sounds tempting. Common sense. But as Euan Squires has pointed out, we must not ‘claim that we have solved the problems [of interpretation]. We have merely ignored them … individual systems exist.’ And how is it supposed to work in practice? As is often the case in quantum theory, the waters become muddier once you try to work out what happens when the system – in this case the ensemble – is studied, or otherwise interacts with the outside world. Preparing the system involves a certain amount of randomness, and observing it involves another layer of randomness. We are back with the problem of where the system ends and the outside world begins, like the entanglement that spreads out across the Universe in the Decoherence Interpretation. An example of this interaction with the outside world that is sometimes put forward in support of the Ensemble Interpretation is the so-called ‘watched pot’ experiment.

The key to this idea is that although the equations of quantum physics describe the probability of finding a system in one state or another, they say nothing about systems making a transition from one state to another. There is nothing in the equations describing the ‘collapse of the wave function’. And no experiment has ever caught a wave function in the act of collapse. Back in 1954, Alan Turing pointed out that a quantum system that is constantly ‘watched’ will never change. He wrote:

It is easy to show using standard theory that if a system starts in an eigenstate† of some observable, and measurements are made of that observable N times a second, then, even if the state is not a stationary one, the probability that the system will be in the same state after, say, one second, tends to one as N tends to infinity; that is, that continual observations will prevent motion.‡ 



Physicists try to explain this in various ways. Here’s one. Imagine a system in a well-defined state with a wave of probability spreading out and gradually increasing the probability of finding it in some other state. If you wait a long time, then look, you probably observe it in a different state. But if you look very quickly, the probability has not had time to change, and then it will still be in the same state. It cannot be in an intermediate state, because there are no intermediate states. So the wave has to start spreading out again from the same position. Look frequently enough, and it will never get anywhere. The quantum ‘pot’ will not boil if you keep looking at it. That was Turing’s prediction, and it has now been tested by experiments.

These experiments involve variations on a theme. Typically, the ‘pot’ is a few thousand ions of an element such as beryllium, trapped by electric and magnetic fields. An ion is an atom from which one or more electrons have been stripped, leaving it with a positive charge which makes it easy to manipulate with such fields. The ions can be prepared in an energy state from which they ‘want’ to escape, jumping down to a lower energy state. The state of the system can be monitored by a subtle technique involving lasers, to find out how many ions have decayed in this way after a certain time. 

In one typical experiment, after 128 milliseconds half the ions had decayed. But if the laser ‘looked’ after just 64 milliseconds, only a quarter of the ions had gone. If the laser flickered once every 4 milliseconds, looking 64 times in 256 milliseconds, almost all the ions were still in their original state. In terms of the probabilities corresponding to the wave function, this failure to ‘boil’ is because after 4 milliseconds the probability of an ion making the transition was only 0.001 per cent, so 99.99 per cent of the ions had to still be in Level 1. And this holds for every 4 millisecond interval. The shorter the time interval between observations, the stronger the effect. Wave functions never collapse when they are watched. So why expect them to collapse at all? Ballentine argues that they don’t, and that this is experimental evidence in support of the Ensemble Interpretation.

There is, though, one big problem with the Ensemble Interpretation. It specifically says that the wave function does not apply to individual quantum entities, and that there is no such thing as a superposition of states. But experimenters now routinely manipulate individual quantum entities, such as electrons, in situations (such as quantum computing) where they seem to be following the wave function description, and a SQUID ring seems able to demonstrate a macroscopic single quantum entity (the electron wave going both ways at once) which is in a superposition. I used to think that this was a death blow to the idea. But Lee Smolin has revived it in a new incarnation.

This new version of the Ensemble Interpretation fully embraces the concept of non-locality, which is now shown by experiment to be a key feature of the Universe. Einstein probably would not be happy with this metamorphosis of the interpretation he endorsed. But Smolin is so happy with it that, with characteristic chutzpah, he calls it the Real Ensemble Interpretation. The key difference is that while in the traditional Ensemble Interpretation the members of the ensemble do not actually all exist at the same time, in Smolin’s version they are all simultaneously real. There’s a piece of jargon here which needs to be got out of the way to make this point more succinctly. The possible quantum components of the ensemble (hydrogen atoms, say) are called ‘beables’ because they are things that could possibly be. But as with the case of rolling a single die 600 times rather than rolling 600 dice all at once, they are not all in existence together. What out of deference to Smolin I shall refer to as the REI says is that the beables that make an ensemble really are in being simultaneously, like the 600 dice rolled together, not like the same die rolled 600 times. There is a real state of affairs in any quantum system at any given time, determined by the values of the beables.

Smolin starts from the reasonable principle that anything that is supposed to influence the behaviour of a real system in the Universe must itself be a real system in the Universe. It is not acceptable, he says, ‘to imagine that there is a spooky way in which “potentialities affect realities”’. In the Pilot Wave Interpretation, for example, the wave is a real feature of the Universe, a beable, not some spooky ‘wave of probability’. But that interpretation runs foul of another postulate put forward by Smolin, that nowhere in nature should there be an ‘unreciprocated action’. This is an extension of Newton’s law that in classical systems action and reaction are equal and opposite. In the Pilot Wave Interpretation, the wave influences the particle, but the particle does not influence the wave – it does not reciprocate. But in the ensembles pictured by Smolin, all the beables of an ensemble influence each other reciprocally, to produce the behaviour we see in experiments like the one with two holes. And if all the components of the ensemble are real, there is no reason why there cannot be new (as in the sense of previously undiscovered) interactions between them.

He gives an example, involving hydrogen atoms in their lowest energy state, called the ground state. There is an ensemble of every such hydrogen atom in the Universe – a real ensemble of real beables. These components of the ensemble interact with one another in a non-local way, in which the beables copy each others’ states in accordance with the rules of probability associated with those quantum states. The probabilities for the copying processes do not depend on where the components are in space, but they do depend on the way the beables are distributed in the ensemble. So the quantum statistics make it possible to have a list of positions where hydrogen atoms in their ground states will be found, but they do not tell us which hydrogen atom is in which location. Smolin has been able to show mathematically that with a few such simple rules about how pairs of beables influence each other, this process can produce all of the observed behaviour of quantum systems. And it can also explain why things like cats and people cannot be in a superposition.
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Quantum mechanics, says Smolin, applies to small subsystems of the Universe which come in many copies, like hydrogen atoms in their ground state. But macroscopic systems like cats and people have no copies anywhere in the Universe, so they are not affected by the copying process that involves interacting quantum beables. They have nothing to interact with, in this sense.

This has some interesting implications. First, the Universe must be finite. In an infinite universe, there would be infinitely many copies of you, so the interactions described by Smolin’s equations would affect you, and you would behave like a quantum particle! Secondly, as well as deriving the Schrödinger wave equation from his simple mathematical rules, Smolin can also derive the laws of classical mechanics – Newton’s laws, and so on – as an approximation to quantum mechanics. But he suspects that quantum mechanics is itself an approximate version of some deeper description of the Universe (indeed, this was his real motive for delving into these murky waters), and he goes so far as to suggest that genuine faster-than-light signalling might occur if that is the case. A strong hint that we do not yet have the ultimate theory is that, as you may have noticed, the interaction between beables seems to imply that there is a unique cosmic time, so that the interactions can occur simultaneously, which would require an extension to relativity theory.§ ‘Quantum physics’, he says, ‘must be an approximation to a cosmological theory which is formulated in different terms.’ The place to look for those underlying laws might be in experiments involving systems that are likely to exist in small numbers of copies in the Universe, in the borderland between the microscopic and the macroscopic worlds. Experiments with things like quantum computers might make it possible to tell whether there are any copies of them in the Universe. There might be real observable effects arising from corrections to quantum physics that depend on the size of the ensemble.

If all this sounds bizarre, Smolin has a reminder for us. At one time, people found it impossible to believe that the Sun influenced the dynamical behaviour of the planets, because that would involve a strange action at a distance. As I mentioned earlier, even Newton didn’t try to explain how it worked, famously declaring ‘Hypotheses non fingo’ – I do not make hypotheses. REI involves a ‘new’ kind of non-local interaction between beables, but this should be no more alarming than the fact that just over a hundred years ago the explanation of the interaction between the Sun and Earth involved a ‘new’ kind of interaction, now described by the general theory of relativity. Non-locality seems spooky to non-physicists because they are not used to it, but to a growing number of physicists it is now as much an accepted fact as the fact of gravity. Not much to digest before breakfast after all. Interactions that ignore space are an established feature of the world. But what about interactions that ignore time? Can we seek solace there? 

* See Albert Einstein: Philosopher-Scientist, ed. P.A. Schilpp (Harper & Row, New York, 1949).

† A quantum-mechanical state corresponding to a single value of a wave equation.

‡ Quoted by Andrew Hodges in Alan Turing: Life and Legacy of a Great Thinker (Hutchinson, London, 1983).

§ FYI, there are theorists who think that there is a preferred measure of simultaneity in the general theory of relativity, but those waters are too deep for me to plunge into here.
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The Timeless Transactional Interpretation



The Transactional Interpretation of quantum mechanics (TI) has its roots in a puzzle about the nature of light which intrigued Albert Einstein. Since it was puzzling over the nature of light that led Einstein to develop the special theory of relativity, this alone makes it worth taking seriously. The realisation that led to the special theory is that the equations which describe the behaviour of light, and all other electromagnetic radiation, say that the speed of light is the same for everyone, a constant now written as c. If you shine a torch at me and I am standing next to you, I will measure the speed of the light from the torch as c. But even if I am whizzing towards you, or away from you, at high speed, I still measure the speed of the light from the torch as c. From this simple fact Einstein developed relativity theory.

The equations which say, among other things, that the speed of light is the same for any observer are known as Maxwell’s equations, after the nineteenth-century physicist who discovered them. But James Clerk Maxwell’s equations have another curious property. They are symmetrical in time. In any problem involving electromagnetic radiation, such as the radiation associated with a moving electron, there are always two solutions to the equations. One describes a so-called ‘retarded’ wave, moving out from a source and forwards in time, to be absorbed somewhere out in the world. The other describes an ‘advanced’ wave, which comes from the absorbers out in the world and converges on what we think of as the source (in this case, the moving electron) from the future. Most physicists simply ignore this ‘advanced solution’. But in 1909 Einstein said:

In the first case the electric field is calculated from the totality of the processes producing it, and in the second case from the totality of processes absorbing it … both kinds of representation can always be used, regardless of how distant the absorbing bodies are imagined to be. Thus one cannot conclude that the [retarded solution] is any more special than the solution [containing equal parts advanced and retarded waves].*



Regardless of how distant the absorbing bodies are imagined to be. This is not something that applies only to electrons interacting with their neighbours, but, for example, to the TV signals spreading out from Earth across the Universe. The equations that describe this process always include a solution describing advanced waves converging from the Universe onto the TV antennas the signals were broadcast from. There is a hint here of another (or the same?) kind of non-locality that we encountered earlier, but, of course, that was not in Einstein’s mind in 1909. 

One of the few people to take the idea seriously was Richard Feynman, when he was a research student at Princeton in the 1940s. Encouraged by his thesis advisor, John Wheeler,† he developed the idea that when an electron interacts with another charged particle a kind of half wave goes out into both the future and the past. Where the wave meets another charged particle, the other particle produces its own half wave going both forwards and backwards in time. But in Feynman’s version of the theory, the two half waves interfere to cancel each other out everywhere except in the space between the two particles, where they reinforce to make a full wave. When he gave a talk on the topic at Princeton, among the luminaries in the audience were Einstein and Wolfgang Pauli. Pauli said that he did not think the idea would work, and asked Einstein if he agreed. ‘No’, said Einstein, ‘I find only that it would be very difficult to make a corresponding theory for gravitational interaction.’

In spite of this endorsement, the idea languished, because people simply did not ‘believe in’ waves coming from the future. But in the late 1970s, while teaching at the University of Washington in Seattle, John Cramer, who had been intrigued by Feynman’s idea since coming across it as a graduate student twenty years earlier, had a flash of insight into how the idea could be incorporated in quantum mechanics. Like many good ideas, it is obvious once somebody has pointed it out.

Cramer’s insight was triggered by thinking about what happens to the ‘probability wave’ in a quantum system when the particle that it is associated with is detected at a definite location. How does the wave everywhere else ‘know’ to vanish at that instant? He makes an analogy with a bottle thrown into the Atlantic Ocean from a beach in Florida. Imagine that this is a quantum bottle that disappears into a wave which spreads out across the ocean to Europe. On a beach in England, the bottle appears. At that instant, the waves spread across the entire ocean disappear. Cramer realised that there must be advanced and retarded waves having quantum ‘handshakes’ all over the place, and that only those retarded waves that made advanced-wave ‘echoes’ could affect the location of particles – their mysterious quantum-mechanical transfer from A to B (or from one energy level to another) without passing through the space in between. Waves from the bottle in England had travelled backwards in time to Florida, and across the ocean, to establish a unique connection and cancel the other waves out. To Cramer, this looked a lot like the pilot wave model, which has waves showing the particles where to go, but, crucially, does not have the time-reversed confirmation of the handshake.

This also explains the EPR puzzle. Two particles that have once interacted are each connected, ever afterwards, by handshakes between them and the site of their interaction. All of this ties in with the correct (in Cramer’s view) description of Schrödinger’s famous equation.‡

In order to apply the absorber theory ideas to quantum mechanics, you need a quantum equation, which, like Maxwell’s equations, yields two solutions, one equivalent to a positive energy wave flowing into the future, and the other describing a negative energy wave flowing into the past. At first sight, Schrödinger’s equation doesn’t fit the bill, because it only describes a flow in one direction, which (of course) we interpret as from past to future. But as all physicists learn at university (and most promptly forget) the most widely used version of this equation is incomplete. As the quantum pioneers themselves realised, it does not take account of the requirements of relativity theory. In most cases, this doesn’t matter, which is why physics students, and even most practising quantum mechanics, happily use the simple version of the equation. But the full version of the wave equation, making proper allowance for relativistic effects, is much more like Maxwell’s equations. In particular, it has two sets of solutions – one corresponding to the familiar simple Schrödinger equation, and the other to a kind of mirror image Schrödinger equation describing the flow of negative energy into the past. 

This duality shows up most clearly in the calculation of probabilities in the context of quantum mechanics. The properties of a quantum system are described by a mathematical expression, called the state vector, which is described by Schrödinger’s wave equation. In general, this is a complex number. A complex number is one which involves the square root of minus 1, which is written as i. So if a and b are everyday numbers, (a + ib) would be a complex number, and so would (a – ib). The probability calculations needed to work out the chance of finding an electron (say) in a particular place at a particular time actually depend on calculating the square of the state vector corresponding to that particular state of the electron.

But calculating the square of a complex variable does not simply mean multiplying it by itself. Instead, you have to make another variable, a mirror image version called the complex conjugate, by changing the sign in front of the imaginary part: if it was + it becomes –, and vice versa. So (a – ib) is the complex conjugate of (a + ib). The two complex numbers are then multiplied together to give the probability. But for equations that describe how a system changes as time passes, this process of changing the sign of the imaginary part and finding the complex conjugate is equivalent to reversing the direction of time! The basic probability equation, developed by Max Born back in 1926, itself contains an explicit reference to the nature of time, and to the possibility of two kinds of Schrödinger equations, one describing advanced waves and the other representing retarded waves.

The remarkable implication is that ever since 1926, every time a physicist has taken the complex conjugate of the simple Schrödinger equation and used it to calculate a quantum probability, they have actually been taking account of the advanced wave solution to the equations, and the influence of waves that travel backwards in time, without knowing it. There is no problem at all with the mathematics of Cramer’s interpretation of quantum mechanics, because the mathematics, right down to Schrödinger’s equation, is exactly the same as in the Copenhagen Interpretation. The difference is, literally, only in the interpretation.

The way Cramer describes a typical quantum transaction is in terms of a particle shaking hands with another particle somewhere else in space and time. He started from the idea of an electron emitting electromagnetic radiation which is absorbed by another electron, but the description works just as well for the state vector of a quantum entity which starts out in one state and ends up in another state as a result of an interaction – for example, the state vector of a particle emitted from a source on one side of the experiment with two holes and absorbed by a detector on the other side of the experiment.

One of the difficulties with any such description in ordinary language is how to treat interactions that are going both ways in time simultaneously, and are therefore occurring instantaneously as far as clocks in the everyday world are concerned. Cramer does this by effectively standing outside of time, and using the semantic device of a description in terms of some kind of pseudotime. This is no more than a semantic device – but it certainly helps most people to get the picture straight in their mind.

It works like this. When a quantum entity (the emitter) interacts with the outside world, on this picture, it attempts to do so by producing a field which is a time-symmetric mixture of a retarded wave propagating into the future and an advanced wave propagating into the past. As a first step in getting a picture of what happens, ignore the advanced wave and follow the story of the retarded wave. This heads off into the future until it encounters an entity (the absorber) with which it can interact. The process of interaction involves making the second entity produce a new retarded field which exactly cancels out the first retarded field. So in the future of the absorber, the net effect is that there is no retarded field.

But the absorber also produces a negative advanced wave travelling backwards in time to the emitter, down the track of the original retarded wave. At the emitter, this advanced wave is absorbed, making the original entity recoil in such a way that it radiates a second advanced wave back into the past. This ‘new’ advanced wave exactly cancels out the ‘original’ advanced wave, so that there is no effective radiation going back in the past before the moment when the original emission occurred. All that is left is a double wave linking the emitter and the absorber, made up half of a retarded wave carrying positive energy into the future and half of an advanced wave carrying negative energy into the past (in the direction of negative time).

Because two negatives make a positive, this advanced wave adds to the original retarded wave as if it too were a retarded wave travelling from the emitter to the absorber. Negative energy and negative time add up to make positive energy going forward in time. In Cramer’s words:

The emitter can be considered to produce an ‘offer’ wave which travels to the absorber. The absorber then returns a ‘confirmation’ wave to the emitter, and the transaction is completed with a ‘handshake’ across spacetime.§



But this is only the sequence of events from the point of view of pseudotime. In reality, the process is atemporal; it happens all at once.

‘If there is one particular link in [the] event chain that is special’, says Cramer, ‘it is not the one that ends the chain. It is the link at the beginning of the chain when the emitter, having received various confirmation waves from its offer wave, reinforces one of them, chosen at random in accordance with the rules of probability, in such a way that it brings that particular confirmation wave into reality as a completed transaction. The atemporal transaction does not have a “when” at the end.’ 

How does this resolve the central mystery of the experiment with two holes? According to the TI, a retarded ‘offer wave’ spreads out through both holes in the experiment, and triggers an advanced ‘confirmation wave’ from the detector screen which travels back through both holes in the experiment to the source. Each particle chooses which offer to accept at random, producing an interference pattern. But if, in a cunning delayed choice version of the experiment, one of the holes is blocked off after the particle has set out on its journey, the particle already ‘knows’ this, because the confirmation wave only had one hole to go through as it went back to make the handshake. Cramer:

The issue of when the observer decides which experiment to perform is no longer significant. The observer determined the experimental configuration and boundary conditions, and the transaction formed accordingly. Furthermore, the fact that the detection event involves a measurement (as opposed to any other interaction) is no longer significant, and so the observer has no special role in the process.



This success in resolving the puzzles of quantum physics has been achieved at the cost of accepting just one idea that seems to run counter to common sense – the idea that part of the quantum wave really can travel backwards through time. At first sight, this is in stark disagreement with our intuition that causes must always precede the events that they cause. But on closer inspection it turns out that the kind of time travel required by the Transactional Interpretation does not violate the everyday notion of causality after all. When an atemporal handshake takes place with the aid of an advanced quantum wave that travels backwards in time, this does not have any influence on the logical pattern of causality in the everyday world.

It should be no surprise that the way the Transactional Interpretation deals with time differs from common sense, because the Transactional Interpretation explicitly includes the effects of relativity theory. The Copenhagen Interpretation, by contrast, treats time in the classical, ‘Newtonian’ way, and this is at the heart of the inconsistencies in any attempt to explain the results of quantum experiments measuring Bell’s Inequality in terms of the Copenhagen Interpretation. If the velocity of light were infinite, the problems would disappear; there would be no difference between the local and non-local descriptions of processes involving Bell’s Inequality, and the ordinary Schrödinger equation would be an accurate description of what is going on – the ordinary Schrödinger equation is, in effect, the correct ‘relativistic’ equation when the speed of light is infinite.

How does the atemporal handshaking affect the possibility of free will? At first sight, it might seem as if everything is fixed by these communications between the past and the future. Every photon that is emitted already ‘knows’ when and where it is going to be absorbed; every quantum probability wave, slipping at the speed of light through the slits in the experiment with two holes, already ‘knows’ what kind of detector is waiting for it on the other side. We are faced with the image of a frozen Universe, in which neither time nor space have any meaning, and everything that ever was or ever will be just is.

But in my time-frame decisions are made with genuine free will and no certain knowledge of their outcomes. It takes time (in the macroscopic world) to make the decisions (both human decisions and quantum ‘choices’ like those involved in the decay of an atom) which make the atemporal reality of the microscopic world.

Cramer is at pains to stress that his interpretation makes no predictions that are different from those of conventional quantum mechanics, and that it is offered as a conceptual model which may help people to think clearly about what is going on in the quantum world, a tool which is likely to be particularly useful in teaching, and which has considerable value in developing intuitions and insights into otherwise mysterious quantum phenomena. But there is no need to feel that the Transactional Interpretation suffers in comparison with other interpretations in this regard, because none of them is anything other than a conceptual model designed to help our understanding of quantum phenomena, and all of them make the same predictions.

Therein lies the rub. All the Solaces are equally good; all of them are equally bad. At least that means you are free to choose whichever one gives you most comfort, and ignore the rest.

* See The Collected Papers of Albert Einstein, Volume 2, ed. A. Beck and P. Havas (Princeton University Press, 1989); also quoted in John Cramer’s The Quantum Handshake (see Bibliography).

† The same John Wheeler. He had a long and impressive track record.

‡ The following section is adapted from my book Schrödinger’s Kittens.

§ Reviews of Modern Physics, Volume 58, p. 647, 1986.
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There Ain’t No Sanity Clause



For the past ninety years, many of the best scientific brains on Earth have puzzled over the meaning of quantum mechanics.

The six possible Solaces I have described here are the best ideas they have come up with, and they can be summed up briefly:

One. The world does not exist unless you look at it.

Two. Particles are pushed around by an invisible wave, but the particles have no influence on the wave.

Three. Everything that could possibly happen does, in an array of parallel realities.

Four. Everything that could possibly happen already has happened and we only noticed part of it.

Five. Everything influences everything else instantly, as if space did not exist.

Six. The future influences the past.



As Feynman wrote in The Character of Physical Law: ‘I think I can safely say that nobody understands quantum mechanics … Do not keep saying to yourself, if you can possibly avoid it, “But how can it be like that?” because you will go “down the drain” into a blind alley from which nobody has yet escaped. Nobody knows how it can be like that.’
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